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l Background
l The cost of energy is increasing and implies energy consumption of todayʼs supercomputers are critical for 

sustainability
l Fugaku Points (FP) is an incentive-based program to motivate users to apply power control functions

l FP = (Pwhole - Pgroup) x NHgroup / Pwhole (i.e., Check the groupʼs P higher or lower than the system ave P)
l Pwhole: Ave. power consumption in previous year
l Pgroup: Ave. power consumption of the group, NHgroup: Used NH of the group

l 5% of 1-month NH is proportionally distributed to each group based on FP as priority NH
l Approach

l To evaluate the effect, we analyzed job and power logs
l Results: 11 lessoes learned (Details in [48])

l Eco-friendly groups take advantage of redeeming period
l Priority queue: Enjoy highest perf. (w/o power ctrl) with less waiting time
l Non-priority queue: at least one power control

l More groups are becoming eco-frendly
l Top eco-frendly group (1st per.) à Continue to be eco-frendly (2nd per.)
l Worst eco-frendly gorup (1st per.) à More eco-frendly (2nd per.) 

job scheduler. The Power API is responsible for managing
the nodes power accordingly. Jobs are executed since the
beginning using any combination of the three function modes
activate, or none:

• (B) Boost: increases the CPU’s clock frequency to op-
erate at 2.2 GHz. If a program exceeds the threshold set
for the system, power capping is activated and the CPU
frequency is kept lower than the normal of 2 GHz. Default
value is 2 GHz.

• (E) Eco: reduces the SVE instructions execution for all
resources from two into a single floating-point opera-
tion pipeline. By inactivating one arithmetic unit it de-
creases energy consumption, but can delay performance
of floating-point operations. Default is deactivated.

• (R) Retention: set unused cores to a lower power state
for energy savings in jobs using up to 4,608 nodes. Users
can set a specific amount of unused cores to be affected
by the control, so processes are assigned to cores without
retention activated, while others are set to a lower power
state. Default is activated.

The aim/hope is that the average power consumption per
node is reduced by powering off architectural resources when
not intensively used. We caution that average power per node
reduction does not provide a guarantee for direct energy
reduction or performance reduction (although based on the
feedback, it improves energy consumption with minimal to no
performance impact).

3) Fugaku Points (FP): Fugaku Points (FP) is an incentive-
based program to motivate users to apply power control func-
tions. The Fugaku-point program is divided into a Earning and
a Redeeming period. During Earning, system administrators
monitor the jobs power consumption and reward groups with
jobs consuming lower energy than expected. The rewards are
given as “Fugaku Points”, which can be used during the
Redeeming period as node-hours in a reserved priority queue.
Negative points, when a job consumed more energy than
expected, are considered as zero points, and points cannot be
carried throughout the execution periods.

Fig. 3 presents the two rounds of the FP program since
2023, with a three-month Earning and a 1-month Redeeming
period. The duration of each period was influenced by the fact
that node-hours allocation in a fiscal year in Fugaku is divided
into two seasons, one from April through September and the
other from October through March. Each group requests node-
hours for each season before the start of each fiscal year.
Because allocated node-hours cannot be carried over to the
next season, the end of each season typically has higher
system utilization to use all remaining node-hours. In order
to maximize the benefits of the priority queue, and thereby
maximize the incentive for users to use power efficiently,
it was decided that redeeming periods are during the high
seasons and earning periods are during the rest of the months.

There were 12,288 nodes reserved for jobs using the points,
which is about 7.7% of the total resources available, or
⇡9,437,184 node-hours capacity for a month. Points can be
redeemed as node-hours in the priority queue with a limit

of 24 hours elapsed time for the job. Users can individually
consult in the system the amount of points their group has, and
the number of allocated resources in the priority queue during
the redeeming period. Jobs using points will be executed in
preference to resource groups such as small and large queues.

While incentive-based mechanisms for energy efficiency in
HPC systems are usually given at user level [2], [4], [16], FP
rewards are given at group-level. Calculating incentives per
group aligns with the organizational environment of Fugaku
where groups request node-hours budgets for their projects,
and also motivates being energy-aware as a shared respon-
sibility. Project leaders notify their team members about the
annual calendar.

1st period

Apr
2023

Aug
2023

2nd period

Oct
2023

Feb
2024

Apr
2024

RedeemingEarning RedeemingEarning

Fig. 3. Fugaku Points Calendar.

C. Statistical Methods
Fugaku Points: The rewards calculation is presented in

Equation (1). It considers the difference between the energy
that would be consumed if the job run on nodes operating at
a standard power, with the energy actually consumed by the
job. The standard node-power consumption is obtained based
on the previous system fiscal year overall power consumption,
represented as Pstd. For each group (g), FP calculates the total
points earned considering the number of nodes allocated (N )
and the runtime (R) per job, and compares with the estimated
energy (Es). Estimated energy is measured by the Power API
which records node utilization every 1ms and estimates power
consumption, accounting for uniform power variation across
nodes [24].
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✓
nP

i=1
Ni ·Ri

◆
· Pstd �

nP
i=1

Esi

Pstd
(1)
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�
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. (2)

Estimated energy is utilized to improve fairness in points
calculation. Measured energy is susceptible to manufactur-
ing variability, where some processors might be less power-
efficient than others despite having the same architectural
specifications [21]. In Fugaku, measured power is expected
to differ for each individual CPU, from 20 to 30 W. Neglect-
ing this variability can impact system operations and power
management approaches [1], [9], [10], [21], [37]. Moreover,
this variation can be intensified when scaling out the resources
allocated and when using frequency tuning mechanisms [1],
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Fig. 9. Fugaku-point earning distribution among groups for
both earning periods (first period on the left, second period on
the right).
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Fig. 10. Heavy users of the Fugaku supercomputer earn signif-
icant Fugaku Points in both periods.

retention is activated as default, during both earning periods,
groups also activated eco mode, even when more interested in
performance - activating also boost. Using the available control
combinations was determinant to groups earning FP. Groups
not earning points relied on the default configuration with
more than 90% in both periods only using retention, followed
by deactivating retention, which is expected to maintain a high
node-power.

TABLE III. Earning Periods Statistics.
Jobs % of jobs using power mechanisms

R BER BE E NONE

1st Earning period
Earning 69.8 15.0 3.19 3.89 1.94
Not earning 91.5 0.397 1.90 1.72 4.09

2nd Earning period
Earning 45.7 11.6 27.5 7.21 2.79
Not earning 93.2 0.172 2.03 0.25 2.54

Summary Takeaway 6. On Fugaku, a significant num-
ber of groups earned Fugaku Points by using differ-
ent power-control knobs. As expected, point-earning
groups/jobs tend to exercise more power-control knobs.
As a positive effect of this incentive mechanism, more
groups appear to exercise power-control knobs and not
actively turn them off during the second earning period.

Summary Takeaway 7. Notably, the groups earning the
Fugaku points are also among the heavy users of Fugaku.
This trend further improves in the second round, where
only two of the top 10 heavy groups do not earn points.

Implications for Practitioners. While the incentive-
based experiment has been successful, a few more op-
erational challenges remain as the program mechanism
matures further. Effective strategies and operational prac-
tices/policies on (1) how to engage and provide more
but fair incentives to heavy users, and (2) how to give
incentives for groups that actively turn off the power
control knobs without disrupting the power efficiency of
the system, and (3) potential mechanism around sharing
points among groups.

A concern that arises when implementing long-term incen-
tive programs is whether users will learn from past experiences
and make efforts to improve future participation. Fig. 11
compares groups earning the majority of the points in both
periods. The top 2 groups earning most of the points in the 1st
period earned even more points during the 2nd earning, and all
of the top-10 groups earning the most points in the 2nd period
were not as virtuous in the 1st period. This behavior indicates
that Fugaku groups noticed how beneficial the access to the
priority queue is, and how feasible it is to win points, and put
extra effort in the next FP’s round.This behavior indicates that
Fugaku groups noticed how beneficial access to the priority
queue is and how feasible it is to win points, and they put
extra effort into the next FP round.

We also found that groups not earning points improved
their behavior. Fig. 12 compares the bottom groups with
negative points in both periods, showing that the majority of
the groups improved their behavior in the 2nd earning period.
Interestingly, the group with more negative points in the 2nd
period did not run jobs in the 1st period, suggesting a lack
of familiarity with the FP program. This finding underscores
a positive aspect: once newer groups become aware of the
benefits of FP, they show a keen interest in engaging with it.
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Fig. 11. The top-10 groups earning Fugaku Points in one
earning period also earned points in the other period.

Summary Takeaway 8. Empirically, we found that the
power-incentive mechanism has an effective retention
where top earners from the first period, continue to earn
points in the second period. Additionally, the groups who
did not earn points appeared to gain points in the second
round.
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Fig. 12. Groups not earning points in the first period appear to
have improved their behavior somewhat in the second period.

Another concern from the groups leader’s perspective is
fluctuating group behavior with and without incentives. Fig. 13
demonstrates groups power consumption variations between
earning and redeeming periods. Groups with points have
distinct profiles, most of the groups consumed similar or less
power, and a few groups consumed a higher power, especially
in the 2nd period. In fact, the average power consumption
decreased from 86 W during the 1st earning to 75 W during the
1st redeeming, but slightly increased from 72 W to 74 W in the
2nd period. Fig. 14 suggests that groups earning more points
maintained consistent power usage across periods, while those
groups consuming more in the 2nd period actually earned
fewer points, indicating less effective energy-saving strategies.
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Fig. 13. Overall power consumption behavior of groups with
high average power during the earning period remained similar
during redeeming periods.
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Fig. 14. Overall power consumption behavior of groups with
high Fugaku Points during the earning period remained similar
during the redeeming period.

Summary Takeaway 9. The groups earning the most
points in the first period, fortunately, continue to remain
largely friendly during the redeeming period – average
power per node for their jobs does not drastically in-
crease. Although there is some variation, the variation is
well within the range of other earning groups’ behavior.

Implications for Practitioners. While empirically Fu-
gaku Points mechanism appears to retain point-earning
groups, operationally, we require more controlled and
systematic methods to ensure that a large number of
groups remain engaged and provide feedback.

An essential concern regarding redeeming periods, is how
beneficial it is to use the priority queue after all? Our
initial investigation into the priority queue wait time, revealed
unexpectedly high waits for the 2nd period. To investigate
this finding further, we compare the wait times per job type
with the average wait time of jobs running in other queues
during redeeming. Table IV presents the results, revealing that
Step jobs significantly impact the longer waits - recall that
Step jobs are larger and long-running jobs, with an expected
higher wait time. While Normal and Bulk jobs waited for
less than an hour in the priority queue, Step jobs faced over
three days of wait, yet this is nearly twice as fast compared
to the non-priority queue. This finding motivates the need to
adapt incentive-based benefits according to job behavior in the
system. To mitigate queue access competition between batch
and Step jobs and ensure fairness, we recommend restricting
queue access to certain job types. This approach would allow
more groups to redeem their points and use the queue. Another
alternative would be to dedicate sub-periods during redeeming
for exclusively submitting larger jobs.

TABLE IV. Wait Time Comparison Statistics.

Avg. Wait time (hours)
1st Redeeming 2nd Redeeming

Job Type Priority Non priority Priority Non priority
Normal 0.97 23.3 0.31 9.39

Bulk 0.48 35.9 0.12 8.39
Step 2.86 164 81.2 160

Summary Takeaway 10. As expected, the queue wait
time in the priority queue is much lower than the regular
queue – and, the point-earning groups take advantage
of this benefit by redeeming their points. However, the
reduction in wait time is not uniform among job types,
with Step jobs experiencing the highest wait time.

Implications for Practitioners. One of the important
lessons learned was that it is not automatic that users
would immediately and fully redeem their earned points.
Although we expected it to be relatively straightforward,
this requires further user engagement and education. Suc-
cessful implementations of incentive mechanisms also
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Fig. 9. Fugaku-point earning distribution among groups for
both earning periods (first period on the left, second period on
the right).
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Fig. 10. Heavy users of the Fugaku supercomputer earn signif-
icant Fugaku Points in both periods.

retention is activated as default, during both earning periods,
groups also activated eco mode, even when more interested in
performance - activating also boost. Using the available control
combinations was determinant to groups earning FP. Groups
not earning points relied on the default configuration with
more than 90% in both periods only using retention, followed
by deactivating retention, which is expected to maintain a high
node-power.

TABLE III. Earning Periods Statistics.
Jobs % of jobs using power mechanisms

R BER BE E NONE

1st Earning period
Earning 69.8 15.0 3.19 3.89 1.94
Not earning 91.5 0.397 1.90 1.72 4.09

2nd Earning period
Earning 45.7 11.6 27.5 7.21 2.79
Not earning 93.2 0.172 2.03 0.25 2.54

Summary Takeaway 6. On Fugaku, a significant num-
ber of groups earned Fugaku Points by using differ-
ent power-control knobs. As expected, point-earning
groups/jobs tend to exercise more power-control knobs.
As a positive effect of this incentive mechanism, more
groups appear to exercise power-control knobs and not
actively turn them off during the second earning period.

Summary Takeaway 7. Notably, the groups earning the
Fugaku points are also among the heavy users of Fugaku.
This trend further improves in the second round, where
only two of the top 10 heavy groups do not earn points.

Implications for Practitioners. While the incentive-
based experiment has been successful, a few more op-
erational challenges remain as the program mechanism
matures further. Effective strategies and operational prac-
tices/policies on (1) how to engage and provide more
but fair incentives to heavy users, and (2) how to give
incentives for groups that actively turn off the power
control knobs without disrupting the power efficiency of
the system, and (3) potential mechanism around sharing
points among groups.

A concern that arises when implementing long-term incen-
tive programs is whether users will learn from past experiences
and make efforts to improve future participation. Fig. 11
compares groups earning the majority of the points in both
periods. The top 2 groups earning most of the points in the 1st
period earned even more points during the 2nd earning, and all
of the top-10 groups earning the most points in the 2nd period
were not as virtuous in the 1st period. This behavior indicates
that Fugaku groups noticed how beneficial the access to the
priority queue is, and how feasible it is to win points, and put
extra effort in the next FP’s round.This behavior indicates that
Fugaku groups noticed how beneficial access to the priority
queue is and how feasible it is to win points, and they put
extra effort into the next FP round.

We also found that groups not earning points improved
their behavior. Fig. 12 compares the bottom groups with
negative points in both periods, showing that the majority of
the groups improved their behavior in the 2nd earning period.
Interestingly, the group with more negative points in the 2nd
period did not run jobs in the 1st period, suggesting a lack
of familiarity with the FP program. This finding underscores
a positive aspect: once newer groups become aware of the
benefits of FP, they show a keen interest in engaging with it.
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Fig. 11. The top-10 groups earning Fugaku Points in one
earning period also earned points in the other period.

Summary Takeaway 8. Empirically, we found that the
power-incentive mechanism has an effective retention
where top earners from the first period, continue to earn
points in the second period. Additionally, the groups who
did not earn points appeared to gain points in the second
round.

require monitoring of user behavior during the redeeming
and provisioning of resources.

Finally, we analyzed the groups’ behavior in the priority
queue. Fig. 15 shows the power control usage in the priority
queue, if one control is activated, or none is activated. We
understand that users accessing the queue might want to
maximize the performance of their applications, but only three
of the groups launched jobs using boost only (one group in the
1st and two in the 2nd period). Most groups opt for not using
the power controls at all, intentionally deactivating retention
for most of their jobs. One may argue that groups became
relentless about energy savings during the redeeming period,
but Fig. 16 shows that the same groups launched other jobs
outside the priority queue during the same period and used
power controls that contribute to lowering the average power
- retention, BER, and eco mode.
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Fig. 15. Groups running jobs in the priority queue appear to
take advantage of the priority queue for running their jobs with
higher performance by opting for not using power controls for
most of their jobs.
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Fig. 16. Other jobs launched by the same groups in the redeem-
ing period used the power controls.

Summary Takeaway 11. An interesting observation of
redeeming behavior included high power usage of nodes
by the users redeeming their earned points. This behavior
exhibited that users, even those who earn points for
power-friendly behavior, end up turning off the power
control knobs during redeeming – potentially in an
attempt to achieve higher performance. Fortunately, the
impact of this was minimized by design by providing
the priority queue nodes to not span more than 10% of
all nodes.

Implication for Practitioners. During the redeeming
period, the facility should expect non-conforming be-
havior, but the impact can be minimized by proactively
provisioning the resources, limiting concurrent job sub-
missions, etc. Another important implication is to ensure
that such jobs do not create hotspots in the data center.

Limitations and threats to validity. We fully recognize and
acknowledge that these experiments have limitations and it
was not possible to collect/capture all data points or aspects.
We mention a few notable ones. For example, the impact on
performance and the quantitative impact of energy per unit
of useful science cannot be fully captured. Similarly, the user
and their job characteristics can change over time during the
earning and redeeming period. Some groups could be more
strategic, and some groups may still not earn sufficient points
despite their best efforts because their jobs may not be inher-
ently friendly to power control knobs. While acknowledging
such limitations, we still hope that this study can pave the way
for future studies and improve the state of practice around the
world at other top 500 supercomputing centers.

VI. RELATED WORK

This Section reviews power management mechanisms and
strategies to encourage HPC users to be energy consumption
aware. User collaboration is crucial for energy savings in HPC
facilities, with previous studies suggesting that incentive-based
strategies effectively reduce total energy use [2]–[4], [8], [16].
However, none of these previous works has implemented their
strategy in production in a large-scale facility. In addition to
proposing an incentive-based power efficiency program, our
work is the first to share lessons learned from multiple com-
plete rounds of the program with findings on user engagement.

Fugaku facilitates the usage of different power control
functions by providing user-configurable “control knobs”.
Dynamic power management can be used to adapt CPU
frequency based on system demand or workload fluctuations
[3], [5], [16], [19], [39]. DVFS, or power capping, is a popular
approach to lower the processor frequency when a program
enters a computationally lower phase [5], [16], [17], [27].
However, to minimize energy consumption without degrading
performance, these implementations require constant monitor-
ing of the load on each resource. Another alternative is to share
the energy consumption responsibility with the users, who can
apply energy-aware libraries and algorithms, such as dynami-
cally scale computing resource provisioning for degrading the
energy usage [16], [22]. Giving the responsibility to users
voluntarily engage in reducing energy consumption can be
challenging [2], [22]. Considering this, Fugaku offers a set
of power mechanisms easily configurable at job submission.

A combination of different power control mechanisms was
evaluated in previous works [6], [12], [13], [19], [20], [30],
[34]. Combined DVFS with thread packing, dynamic processor
register file resizing with frequency scaling, or dynamic volt-
age with frequency scaling are examples proposed to maximize
performance and increase energy savings [11], [12], [19],

require monitoring of user behavior during the redeeming
and provisioning of resources.

Finally, we analyzed the groups’ behavior in the priority
queue. Fig. 15 shows the power control usage in the priority
queue, if one control is activated, or none is activated. We
understand that users accessing the queue might want to
maximize the performance of their applications, but only three
of the groups launched jobs using boost only (one group in the
1st and two in the 2nd period). Most groups opt for not using
the power controls at all, intentionally deactivating retention
for most of their jobs. One may argue that groups became
relentless about energy savings during the redeeming period,
but Fig. 16 shows that the same groups launched other jobs
outside the priority queue during the same period and used
power controls that contribute to lowering the average power
- retention, BER, and eco mode.
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Fig. 15. Groups running jobs in the priority queue appear to
take advantage of the priority queue for running their jobs with
higher performance by opting for not using power controls for
most of their jobs.
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Fig. 16. Other jobs launched by the same groups in the redeem-
ing period used the power controls.

Summary Takeaway 11. An interesting observation of
redeeming behavior included high power usage of nodes
by the users redeeming their earned points. This behavior
exhibited that users, even those who earn points for
power-friendly behavior, end up turning off the power
control knobs during redeeming – potentially in an
attempt to achieve higher performance. Fortunately, the
impact of this was minimized by design by providing
the priority queue nodes to not span more than 10% of
all nodes.

Implication for Practitioners. During the redeeming
period, the facility should expect non-conforming be-
havior, but the impact can be minimized by proactively
provisioning the resources, limiting concurrent job sub-
missions, etc. Another important implication is to ensure
that such jobs do not create hotspots in the data center.

Limitations and threats to validity. We fully recognize and
acknowledge that these experiments have limitations and it
was not possible to collect/capture all data points or aspects.
We mention a few notable ones. For example, the impact on
performance and the quantitative impact of energy per unit
of useful science cannot be fully captured. Similarly, the user
and their job characteristics can change over time during the
earning and redeeming period. Some groups could be more
strategic, and some groups may still not earn sufficient points
despite their best efforts because their jobs may not be inher-
ently friendly to power control knobs. While acknowledging
such limitations, we still hope that this study can pave the way
for future studies and improve the state of practice around the
world at other top 500 supercomputing centers.

VI. RELATED WORK

This Section reviews power management mechanisms and
strategies to encourage HPC users to be energy consumption
aware. User collaboration is crucial for energy savings in HPC
facilities, with previous studies suggesting that incentive-based
strategies effectively reduce total energy use [2]–[4], [8], [16].
However, none of these previous works has implemented their
strategy in production in a large-scale facility. In addition to
proposing an incentive-based power efficiency program, our
work is the first to share lessons learned from multiple com-
plete rounds of the program with findings on user engagement.

Fugaku facilitates the usage of different power control
functions by providing user-configurable “control knobs”.
Dynamic power management can be used to adapt CPU
frequency based on system demand or workload fluctuations
[3], [5], [16], [19], [39]. DVFS, or power capping, is a popular
approach to lower the processor frequency when a program
enters a computationally lower phase [5], [16], [17], [27].
However, to minimize energy consumption without degrading
performance, these implementations require constant monitor-
ing of the load on each resource. Another alternative is to share
the energy consumption responsibility with the users, who can
apply energy-aware libraries and algorithms, such as dynami-
cally scale computing resource provisioning for degrading the
energy usage [16], [22]. Giving the responsibility to users
voluntarily engage in reducing energy consumption can be
challenging [2], [22]. Considering this, Fugaku offers a set
of power mechanisms easily configurable at job submission.

A combination of different power control mechanisms was
evaluated in previous works [6], [12], [13], [19], [20], [30],
[34]. Combined DVFS with thread packing, dynamic processor
register file resizing with frequency scaling, or dynamic volt-
age with frequency scaling are examples proposed to maximize
performance and increase energy savings [11], [12], [19],
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Fig. 12. Groups not earning points in the first period appear to
have improved their behavior somewhat in the second period.

Another concern from the groups leader’s perspective is
fluctuating group behavior with and without incentives. Fig. 13
demonstrates groups power consumption variations between
earning and redeeming periods. Groups with points have
distinct profiles, most of the groups consumed similar or less
power, and a few groups consumed a higher power, especially
in the 2nd period. In fact, the average power consumption
decreased from 86 W during the 1st earning to 75 W during the
1st redeeming, but slightly increased from 72 W to 74 W in the
2nd period. Fig. 14 suggests that groups earning more points
maintained consistent power usage across periods, while those
groups consuming more in the 2nd period actually earned
fewer points, indicating less effective energy-saving strategies.
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Fig. 13. Overall power consumption behavior of groups with
high average power during the earning period remained similar
during redeeming periods.
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Fig. 14. Overall power consumption behavior of groups with
high Fugaku Points during the earning period remained similar
during the redeeming period.

Summary Takeaway 9. The groups earning the most
points in the first period, fortunately, continue to remain
largely friendly during the redeeming period – average
power per node for their jobs does not drastically in-
crease. Although there is some variation, the variation is
well within the range of other earning groups’ behavior.

Implications for Practitioners. While empirically Fu-
gaku Points mechanism appears to retain point-earning
groups, operationally, we require more controlled and
systematic methods to ensure that a large number of
groups remain engaged and provide feedback.

An essential concern regarding redeeming periods, is how
beneficial it is to use the priority queue after all? Our
initial investigation into the priority queue wait time, revealed
unexpectedly high waits for the 2nd period. To investigate
this finding further, we compare the wait times per job type
with the average wait time of jobs running in other queues
during redeeming. Table IV presents the results, revealing that
Step jobs significantly impact the longer waits - recall that
Step jobs are larger and long-running jobs, with an expected
higher wait time. While Normal and Bulk jobs waited for
less than an hour in the priority queue, Step jobs faced over
three days of wait, yet this is nearly twice as fast compared
to the non-priority queue. This finding motivates the need to
adapt incentive-based benefits according to job behavior in the
system. To mitigate queue access competition between batch
and Step jobs and ensure fairness, we recommend restricting
queue access to certain job types. This approach would allow
more groups to redeem their points and use the queue. Another
alternative would be to dedicate sub-periods during redeeming
for exclusively submitting larger jobs.

TABLE IV. Wait Time Comparison Statistics.

Avg. Wait time (hours)
1st Redeeming 2nd Redeeming

Job Type Priority Non priority Priority Non priority
Normal 0.97 23.3 0.31 9.39

Bulk 0.48 35.9 0.12 8.39
Step 2.86 164 81.2 160

Summary Takeaway 10. As expected, the queue wait
time in the priority queue is much lower than the regular
queue – and, the point-earning groups take advantage
of this benefit by redeeming their points. However, the
reduction in wait time is not uniform among job types,
with Step jobs experiencing the highest wait time.

Implications for Practitioners. One of the important
lessons learned was that it is not automatic that users
would immediately and fully redeem their earned points.
Although we expected it to be relatively straightforward,
this requires further user engagement and education. Suc-
cessful implementations of incentive mechanisms also
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